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1	Decision/action requested
The group is asked to discuss and approve the proposal below
2	References
[1]		3GPP TS 28.111: Fault management
[2]		S5-235092: Draft TS 28.111 skeleton
[3]		S5-234507 DP on FM restructuring of TS 28-545
[4]		S5-235093 Rel-18 pCR 28.111 FM service first draft
3	Rationale
The Fault supervision documentation was problematic as it is distributed to a number of specifications and needs general improvement.
4	Detailed proposal
The changes below are proposed for TS 28.111[1] based on the skeleton as proposed in [2] and the first draft in [4].
Change marks are used compared to the skeleton plus the fist draft [2]+[4].
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[bookmark: _Toc520896314][bookmark: _Toc523091063][bookmark: _Toc44341664][bookmark: _Toc44341892][bookmark: _Toc134735415]1	Scope
This document describes the SBMA based Fault Management service. It includes stage 1,2 and 3.
- Fault Management concepts and definitions.
- Stage 1 – requirements
- Use-cases,  explaining how NRM, operations and notifications shall work together to provide the functionality required.
- A list of Stage-2 components (operations, notifications, IOCs and datatypes) provided or used by fault management with references towards the relevant specifications.
- Stage 2 – NRM IOCs and notifications implemented by the Fault Management service.
- Stage 3 – YANG and OpenApi solution sets
- Some additional considerations (alarm loss detection, virtualized resource alarm correlation) 
[bookmark: _Toc520896316][bookmark: _Toc523091065][bookmark: _Toc44341666][bookmark: _Toc44341894]This specification of the Fault Management MnS is based on the SBMA principles using CRUD operations, modeled OAM data in the NRM together with fault management specific notifications. An IRP based solution for fault management is out of scope for this document.
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[bookmark: _Toc134735417]3	Definitions and abbreviations
[bookmark: _Toc520896317][bookmark: _Toc523091066][bookmark: _Toc44341667][bookmark: _Toc44341895][bookmark: _Toc134735418]3.1	Terms
[bookmark: OLE_LINK6][bookmark: OLE_LINK7][bookmark: OLE_LINK8]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Event: Anything that occurs at a certain point in time, for example a configuration change, a threshold crossing, a transition to an error state or a transition to a failure state. Events do not have states.
Error: A state of the system different from the correct system state. An error may or may not lead to a service failure. An error has a begin and end time.
Failure: A state of inability to deliver the correct service as defined by the service specification. A service failure may be the result of an error or a poor service function design. A failure has a begin and end time.
Fault: An event, that is the (hypothesized or adjudged) cause for an error or a failure. A fault happens at a certain point of time, it has no duration. TB recheck Call it a bad-event. Maybe a fault is the same as an error.
TODO: Others consider fault as a state not an event. However, if it would be a state it would be the same as Error above. We also need a name for a “Bad-Event” that causes problems e.g. Error or Failure. We should clarify if fault is an event or a state.
MonitoredEntity: Any class that can have an alarmed state. 
Alarm: An error or failure that requires attention or reaction by an operator or some machine. Alarms have state.
Alarm-info-set: A set of information associated with an alarm. The infoset can be used in multiple ways e.g., stored by the provider like an alarmRecord or sent in a notification. The same set of information should be applicable in all scenarios.
Notification: A message sent from the provider to the consumer based on some internal event. A notification may inform the receiver about an alarm or about an event e.g. a configuration change. 
Root cause: The primary fault (cause), if any, leading to one or multiple errors or failures.
[bookmark: _Toc520896319][bookmark: _Toc523091067][bookmark: _Toc44341668][bookmark: _Toc44341896]Matching-Criteria-Attributes: which identifies a set of ITU-T Recommendation X.733 [8] defined attributes.
Notifications carrying identical values for these attributes are considered to be carrying alarm information related to (a) the same network resource and (b) the same alarmed condition. The matching-criteria-attributes are: objectInstance, eventType, probableCause and specificProblem, if present.
[bookmark: _Toc138343039]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>Void
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